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Abstract—Contactless counting is a suitable technique for the
measurement of fragile commodities, acting as a successful tool
for industrial production control. Visual counting processing is
one of the most common contactless methods for non-invasive
measurements. However, the creation of accurate models for
processing images in realistic scenarios is still challenging due to
the existence of noise in optical sensors. This paper proposes an
egg image noise model for digital visual counting processing that
incorporates particular aspects of real images in such acquisition
systems. The matching function is defined in hue saturation
value (HSV) color space, and a classical nearest neighbor cluster
classification is utilized for the counting. Validation experiments
are executed with low and high diversity test images, and the
performance of the proposed model is compared to existing
methods. The matching function results suggest that the intro-
duced egg image noise model is able to represent more accurately
complex aspects of egg images in an industrial environment. The
comparative results show that the proposed model significantly
improves digital visual counting, in terms of egg counting errors,
and outperforms in 9% the second best method.

I. INTRODUCTION

Digital visual counting processing is a contact-less mecha-
nism that can be required for minimal invasive measurements.
Several visual measurement procedures take advantage of the
imaging approach to achieve successful results in automatic
visual object inspection [1], including egg counting and egg
sizing for fecundity estimates [2], automatic counting of Aedes
aegypti eggs utilizing segmentation [3], remote egg counting
assistance [4], counting of silkworm eggs [5], chicken egg
weight prediction and chicken egg size classification [6].

Chicken egg counting in industrial environments has
evolved from mechanical contacts [7], weighing tools [8],
and programmable electronic contacts to more recent visual
approaches [9]. Modern computer vision and digital image
processing tools [10] are widely used in industrial applications
including chicken egg counting, especially because they are
able to count eggs with high accuracy and speed, without
direct human intervention [9]. However, one of the most
difficult aspects of digital visual processing for egg counting
in industrial environments is to deal with inadequate viewing
angles and sensor noise.

There are several challenges for counting objects using
digital images in industrial scenarios, such as image satura-

tion, image noise, image shape distortions, and image feature
extraction [11], [12]. Active shape modeling (ASM) is a
promising approach for digital visual image processing due to
its ability to handle cognitive problems in image interpretation
[13], [14]. However, the model in ASM needs special points
that are manually placed in a consistent training set of images.
One key to the success of digital visual image processing
is to utilize a complete set of images that are arranged and
classified during the training stage. If this kind of set is
no longer available in practice, the most powerful digital
visual counting algorithm would not be operational [15]. The
training set must have a good enough quality in order to
ensure a balanced solution for the success of digital visual
image processing [16]. As such, artificial imaging modeling
representation is emerging for image shape prediction effects
in some applications [17], [18].

This paper proposes an egg image noise model for digital
visual counting processing that incorporates particular aspects
of these images in an industrial environment. The core of this
approach is based on 2D parametric functions that project
egg shapes in color map representations, utilizing filtering and
statistic models for positioning and noise representation. The
proposed parametric model has the ability to represent realistic
egg images for both the training and the inference counting
processing, which is explained step by step in the next
sections: Proposed model (section II), Experimental results
(section III), and Conclusions (section IV).

II. PROPOSED MODEL

The proposed egg image noise model for digital visual
counting processing has two main steps. The fundamental step
is the creation of the egg image noise model, where chicken
egg shapes, distortions, and noise effects are parametrized
(explained in sections II-A and II-B); and the second step is
the model training, where optimal parameters are estimated
utilizing a classical matching criterion on real egg images
(explained in section II-C).

A. Egg image model

One of the state-of-the-art methods approximates the
chicken egg shape with an elliptical form [6]. Since the



shape of a chicken egg is more complex and diverse than
a simple ellipse, a model based on parametric projections is
more adequate. Two dimensional (2D) parametric functions
are traditional mathematical expressions that can represent dif-
ferent shapes [19]. Mathematical expressions can be rewritten
in vector form with parametric functions, that is

f (x, y)
T

= ∆va,k
T , (1)

where f (x, y) is the 2D egg shape parametric function with
(x, y) coordinates, ∆ is an orthogonal diagonal matrix and
va,k is an egg shape vector with a and k scalar parameters.
The a parameter controls the circular-elliptical form and the
k parameter scales the projection by axis, with 0 < a < 1 and
0 < k < 1. Eq. (1) can be rewritten as
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where p is one among L possible angles between −π and
π, and f (x, y) collects 2L elements from x and y axis
projections.

The 2D egg shape parametric function in Eq. (2) needs to
represent different sizes and rotations, thus, two mathematical
operators are included in vector form, to make the proposed
model more realistic. Therefore:

m (x, y)
T

= S ×R× f (x, y)
T
, (3)

where m (x, y) is the 2D egg shape model with (x, y) coordi-
nates, S is the scale operation in a diagonal matrix form and
R is the rotation operation in matrix form. Thus:
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(4)
where s is the scale parameter and θ is the angle of rotation,
that can be visualized in Fig. 1 (a).

Digital color images are usually represented by the projec-
tion of three channels in 2D matrix representation [10]. Since
the eggs have a variety of colors, a cognitive color space HSV
(Hue Saturation Value) is selected to model the appearance of
real eggs, and an RGB (Red Green Blue) color space is used
for hardware visualization. Then, the color of egg surfaces is
represented by

E (x́, ý) = F {Hm (h, ζ, β)} , (5)

where E (x́, ý) is the foreground matrix of pixels with (x́, ý)
coordinates in RGB color space channel included in the egg
model m (x, y), Hm (h, ζ, β) is the foreground matrix of
pixels in HSV color space channel of an egg color image of
interest with parameters: the hue (color) h, the color saturation
ζ, and the value β. The HSV color space channel to RGB color
space channel conversion is represented by the matrix operator
F {·} [10].

The full image W in (ẋ, ẏ) coordinates, is composed by
the union between the foreground pixels and the background
pixels, that is

W = E (x́, ý)
⋃
Ê (x̂, ŷ) , (6)

where Ê (x̂, ŷ) are background pixels that are localized at the
complement coordinates of E (x́, ý), and can be filled with a
suitable color for egg color contrast. The foreground matrix of
pixels E (x́, ý) , from HSV parameters of a typical chicken
egg: h = 0.1056 , ζ = 0.3061, β = 0.9800, is illustrated in
Fig. 1 (b).

(a) (b)

Fig. 1. (a) The 2D egg shape model m (x, y) with a = 0.72 , k = 0.25,
s = 0.7 and θ = π/4, (b) the foreground matrix of pixels E (x́, ý) ,
from HSV parameters of a typical chicken egg: h = 0.1056, ζ = 0.3061,
β = 0.9800.

B. Egg image noise model

Realistic scenarios of egg images for visual counting are
contaminated by several types of noise. Therefore, the pro-
posed model is composed by a set of egg image noise models
that are common in industrial environments [20]:

J = Λδ (Gµ,ϑ (Mε (Gσ ∗W ))) , (7)

where Gσ is the 2D Gaussian filtering smoothing kernel matrix
with standard deviation specified by σ, ∗ is the 2D convolution
operator, Mε (·) is the multiplicative noise operator with
uniformly distributed random noise with mean 0 and variance
ε, Gµ,ϑ (·) is the Gaussian white noise with constant mean µ
and variance ϑ, Λδ (·) adds salt and pepper noise with δ pixel
density, and J is the proposed egg image noise model.

Gσ simulates the smoothing effect of the focus camera delay
due to the image motion. Mε (·) is utilized to describe the
loss of color fidelity due to RGB channel interference into
the image sensor. Gµ,ϑ (·) represents the image saturation and
the Joule’s effect that comes from electronic devices. Λδ (·)
simulates the impulsive sparse noise that comes from electrical
switching present in industrial environments.

C. Matching error

The matching procedure compares the egg image noise
model with the real egg image. The fundamental matching



error is based on the differentiable and classical mean squared
error (MSE) in HSV color space [21], following the cumulative
sum each color map of NxM pixels of the image:

F = Fh + Fζ + Fβ , (8)

Fh = ph


N∑
ẋ=1

M∑
ẏ=1

[Ih (ẋ, ẏ)− Jh (ẋ, ẏ)]
2

(NM)

 , (9)

Fζ = pζ
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2
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 , (10)

Fβ = pβ
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ẋ=1

M∑
ẏ=1

[Iβ (ẋ, ẏ)− Jβ (ẋ, ẏ)]
2

(NM)

 , (11)

where F is the matching error between the image noise model
J and the real image I in HSV color space, Fh is the hue color
map matching with a weight of ph, Fζ is the saturation color
map matching with a weight of pζ , and Fβ is the brightness
value color map matching with a weight of pβ . The sum
of the particular weights is unitary. The region of interest
(ROI) was selected by threshold of pixels with high level of
luminance. The best model parameters for the inference are
selected by the minimal value of the matching error F during
the training. The counting procedure is based on the classical
nearest neighbor cluster classification, which is arranged in
terms of the minimal values of the matching, expressed in
Eq. (8). The most representative clusters are selected by the
maximum local derivative value from the frequency of cluster
elements, beginning from the minimal frequency values.

III. EXPERIMENTAL RESULTS

Two scenarios were tested: one scenario with low diversity
of eggs (101 eggs in thirteen images) and another scenario with
a high diversity of eggs (300 eggs in ten images). The hardware
tool utilized was the Logitech HD webcam C270 (1280 x 720
pixels) and the software tool utilized was the GNU Octave with
m-file scripts on an Intel Core i7-4770 processor with 32-GB
RAM and 3.40-GHz frequency [22]. The proposed model was
tested for matching (section III-A) and for counting processing
(section III-B).

A. Matching results for egg image models

The selected scenario was composed by images that are
contaminated by noise and distortion effects [9], [12]. The
optimal image model was selected using the minimal value
of the matching error during the training. Each image model
was trained using 20 instances of parameters over one real
image. The real image for training is illustrated in Fig. 2 (a),
the optimal egg image noise model is illustrated in Fig. 2
(b), and the optimal egg image model is illustrated in Fig. 2
(c). The minimal matching error was achieved utilizing the
egg image noise model in Eq. (7), which was F = 0.0699,
with the set of parameters: σ = 1, ε = 0.200, µ = 0.160,
ϑ = 0.001, δ = 0.00005, in comparison with the results in

(a) (b) (c)

Fig. 2. (a) The real image for training, (b) the optimal egg image noise model
in terms of the minimal matching error F = 0.0699, and (c) the optimal egg
image model in terms of the minimal matching error F = 0.1718.

terms of the matching error F = 0.1718, obtained with the
egg image model in Eq. (6).

The results of the minimal matching error in Eq. (8) are
visualized for the proposed model, for the real egg image
and for the egg image model in Fig. (3) in the low diversity
scenario. The comparative results in Fig. (3) show that in
the low diversity scenario it is possible to obtain optimum
matching results utilizing the proposed model. In this scenario,
the image model without noise shows the worst matching
results, in terms of matching error.

Fig. 3. Minimal matching error for the proposed model, for a real egg image
and for the egg image model without noise in the low diversity scenario.

The procedure of counting follows the classical nearest
neighbor cluster classification, which is arranged in terms
of the minimal values of the matching error. The clustering
results, in terms of frequency of pixels per cluster, utilizing the
proposed model are visualized in Fig. (4) in the low diversity
scenario.

The clustering results utilizing the proposed model over
a test image are visualized in Fig. (5) in the low diversity
scenario. The most representative clusters are selected by the
maximum local derivative value from the frequency of cluster
elements.



Fig. 4. The clustering results, in terms of frequency of pixels per cluster,
utilizing the proposed model in the low diversity scenario.

Fig. 5. The clustering utilizing the proposed model over a test image in the
low diversity scenario.

The results of the minimal matching error in Eq. (8) are
visualized for the proposed model, for the real egg image and
for the egg image model in Fig. (6) in the high diversity
scenario. In this scenario, both the image model without
noise and the real egg image, show a few values of minimal
matching error in some specific areas in the ROI. However,
the complete comparative results in Fig. (6) show that in the
high diversity scenario it is possible to obtain minimal overall
error results utilizing the proposed model.

The procedure of counting follows the classical nearest
neighbor cluster classification, which is arranged in terms
of the minimal values of the matching error. The clustering
results, in terms of frequency of pixels per cluster, utilizing the
proposed model are visualized in Fig. (7) in the high diversity
scenario.

The clustering results utilizing the proposed model over
a test image are visualized in Fig. (8) in the high diversity
scenario. The most representative clusters are selected by the
maximum local derivative value from the frequency of cluster
elements. The counting results in Fig. (8) shows that the false

Fig. 6. Minimal matching errors for the proposed model, for a real egg image
and for the egg image model without noise in the high diversity scenario.

Fig. 7. The clustering results, in terms of frequency of pixels per cluster,
utilizing the proposed model in the high diversity scenario.

positive is six and the false negative is three.

B. Comparison of digital counting processing methods

To reflect realistic scenarios in industrial environments, the
test images did not have full control of illumination and anti-
aliasing filtering. The low diversity scenario consists of 101
white chicken eggs (one type and similar size) in thirteen raw
images. The high diversity scenario consists of 300 chicken
eggs (five types and different sizes) in ten raw images.

The Table I presents the comparative performance evalua-
tion of previous digital visual counting processing methods in
[3], [9], and the proposed image noise model for both, low and
high diversity chicken eggs, in terms of egg counting errors.
The methods [9] and [3] both utilize statistical approaches in
order to estimate the number of eggs in the image. Specifically,



Fig. 8. The clustering utilizing the proposed model over a test image in the
high diversity scenario.

in [9] the mean of the number of pixels for the expected size
of the eggs is calculated using global threshold segmentation
in a controlled lighting environment. The method showed in
[3], the segmentation of the eggs in the foreground is done
using YIQ color model (luminance Y, chrominance in-phase I
and chrominance quadrature Q) in two ways: by limiarization
with fixed thresholding and by binarization using k-means
clustering method.

In the low diversity scenario, the method of global thresh-
olding in [9] shows the performance result of 11.88% that is
worse than the one described previously in the paper (0.2%
in errors). This discrepancy is expected due to the fact that
the method in [9] was tested with controlled illumination.
For the method of k-means clustering in [3], the performance
result is 12.87%, and worse than the ones in [9] (0.2% in
errors), however it is expected due to the fact that the method
in [3] was tested for Aedes aegypti eggs (7.84% in errors).
On the other hand, the proposed method based on an image
model without noise shows a performance result of 6.93%, and
the proposed model that considers the noise effects achieves
a performance result of 0% in terms of counting errors of
chicken eggs. This is actually the same performance utilizing
a real image as the template, with sizes and rotation operations,
in the low diversity scenario. However, in the high diversity
scenario, the proposed model is the only one to achieve a
reasonable performance (5.33% in errors), as compared to the
second best result using a real image as the template (14.33%
in errors). The relative inference speed for the proposed egg
image noise model for digital visual counting processing was
1716 times inferior to the faster method in real time at the
high diversity scenario [9].

IV. CONCLUSION

The proposed egg image noise model for digital visual
counting processing was introduced considering multiple as-
pects of realistic scenarios. Such aspects, related to the control
of productivity in the industry of eggs, involved shapes, sizes,
rotations, colors, appearance, and several types of noise from
electrical devices in the image sensors. The matching results
obtained in the validation experiments suggest a well–expected

TABLE I
EGG COUNTING METHODS EVALUATION.

Counting method % of error in % of error in

tested low diversity high diversity

K-means clustering [3] 12.87% 39.33%

Global thresholding [9] 11.88% 30.33%

Model without noise 6.93% 27.33%

Real image template 0.00% 14.33%

Proposed model 0.00% 5.33%

capability of the proposed image noise model, and the com-
parative results show that the egg image noise model improved
performance, in terms of error of counting, in comparison with
other digital visual counting processing methods. Specifically,
it outperformed the second best model in 9% at the high
diversity scenario. Finally, although the presented method,
combining shape and noise modelling, focused on the counting
of eggs, it could be naturally extended to other counting
applications in industrial environments.
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